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Abstract—This paper focuses on Timely dataflow programming model for processing streams of data. We propose a technique to define CPU resource allocation (i.e., CPU capping) with the goal to improve response time latency in such type of applications with different quality of service (QoS) level, as they are concurrently running in a shared multi-core computing system with unknown and volatile demand. The proposed solution predicts the expected performance of the underlying platform using an online approach based on queuing theory and adjusts the corrections required in CPU allocation to achieve the most optimized performance. The experimental results confirm that measured performance of the proposed model is highly accurate while it takes into account the percentiles on the QoS metrics. The theoretical model used for elastic allocation of CPU share in the target platform takes advantage of design principals in model predictive control theory and dynamic programming to solve an optimization problem. While the prediction module in the proposed algorithm tries to predict the temporal changes in the arrival rate of each data flow, the optimization module uses a system model to estimate the interference among collocated applications by continuously monitoring the available CPU utilization in individual nodes along with the number of outstanding messages in every intermediate buffer of all TDF applications. The optimization module eventually performs a cost-benefit analysis to mitigate the total amount of QoS violation incidents by assigning the limited CPU shares among collocated applications. The proposed algorithm is robust (i.e., its worst-case output is guaranteed for arbitrarily volatile incoming demand coming from different data streams), and if the demand volatility is not large, the output is optimal, too. Its implementation is done using the TDF framework in Rust for distributed and shared memory architectures. The experimental results show that the proposed algorithm reduces the average and p99 latency of delay-sensitive applications by 21% and 31.8%, respectively, while can reduce the amount of QoS violation incidents by 98% on average.

Index Terms—Dynamic CPU Resource Allocation, Timely Data-Flow Architecture, Scalable Data-Stream Processing

I. INTRODUCTION

As a recent big data technology, stream processing is a computer programming paradigm that allows some applications to perform users queries over continuous data stream within a short time period as the corresponding events are occurring. There are multiple cases1 in which the value of an organization comes from analyzing, understanding, and responding to its data while it degrades with time. In such environments, it is critical to have instant access to the analyzed data for taking timely and correct actions. While an organization might be tempted to use traditional databases and batch processing technologies, such as Map-Reduce programming model or Apache Hadoop, the most suitable existing tool for quickly responding to generated data and handle use cases which are requiring immediate actions needs to be found in streaming analytics engines. In a sophisticated platform, stream processing applications can use multiple computational units as a form of parallel/concurrent processing to be executed on each element in the data stream.

Timely dataflow is a general-purpose paradigm for implementing distributed streaming computations that may composed of several nested iterative computational blocks to be continuously run over incoming data [1]. The framework arose from a work carried out at Microsoft Research in 2013, where a group of researchers worked in creating a method to structure data processing computations across scalable and distributed platforms [1]. Unlike other streaming platform engines, such as MapReduce [2], Apache Flink [3], Apache Spark [4], Google MillWheel [5], Microsoft Sonora [6], and Apache Storm [7], the timely dataflow (TDF) paradigm can provide all aspects of expressive computations, iterative computations (with possibly many parallel tasks), and high performance at the same time [1]. Particularly, existing platforms only allow developers to write either restricted applications for parallel execution or, if they support expressive computations, it would result in an inefficient execution due to the synchronous mechanism to be manually regulated among parallel threads [8], [9]. On the contrary, the TDF paradigm provides some internal mechanisms for coordinating the fine-grained synchronous execution of parallel tasks. Such a mechanism is implemented using a logical time-stamp model attached to each data element. It enables the new paradigm to support developing applications that comprise of multiple stateful, iterative and incremental computations [1].

In this paper, we consider a class of dynamic CPU allocation problem as follows. We are given a set of TDF applications,

1such as stock markets, manufacturers, patient monitoring, and surveillance
each with a predefined maximum tolerable delay to accomplish its computation over incoming data. Each TDF application receives multiple streaming data-flows over time, each with a rate that is unknown to the service provider and can randomly change over time. A CPU allocation is an assignment of core capacity in the target system to each application by applying specific policies (e.g., prioritization, defining the CPU shares, CPU reservations, and limiting some settings if they are supported in the operating system layer). For example, using Linux cgroup, one can limit the access of a given process to a single CPU for 0.2 seconds in a 1 second window.

We developed a low-overhead Model Predictive Control (MPC) algorithm for the dynamic CPU allocation problem of disparate TDF applications, each with its own predefined performance level. The main feature of the proposed algorithm is considering QoS enforcement levels and continuously monitoring of available CPU share in each node when making CPU cap decisions. At each controlling interval, the algorithm estimates two important metrics of buffer length per each computational unit for every TDF application and the average arrival rate of incoming flow to each buffer. The controller uses a light-weight mathematical model for such estimations as the actual measurement of these parameters is prohibitively expensive to be implemented in a real platform. When designing the CPU cap controller, both estimation values are considered to be inaccurate (model noise). The controller uses an optimization module to dynamically find a CPU cap decision that minimizes the amount of QoS violation incidents among all consolidated TDF applications over a finite-time horizon. The main reason that a service provider uses a consolidation strategy is to increase the utilization level of computing nodes. However, there is a consequential price to pay for using such consolidation strategies, particularly when applications fiercely compete with each other to access the CPU time of a server node [10], [11]. Such a competition can cause a significant performance degradation to be experienced by almost all consolidated applications in a shared environment [12], which is highly undesirable in practical situations, particularly when there are real-time processing requirements.

We evaluated the performance of the proposed solution against a number of empirical resource allocation strategies, including weighted round-robin, fixed priority scheduling, and Class-Based Weighted Fair Queueing (CFWFQ). Experiments have been conducted by running iterative generic-join algorithm, which is developed using TDF paradigm, under various workload intensities (with arrival rates of up to 5000 data items per second) with respect to two major performance metrics of response time and QoS violation rate. The experimental results confirm the effectiveness of proposed algorithm under heavy workload conditions. Particularly, the controller can decrease the average and p99 latency of applications in the highest QoS class up to 21% and 31.8% during the peak periods in comparison with the output of CBWFQ policy (which achieves the best result among others).

The rest of this paper is organized as follows. Section II concisely provides the reader with essential background needed to understand TDF programming model. Section III gives insights into the proposed controller. Section IV summarizes the experimental evaluation results, followed by a comparison with related work which is presented in Section V. Finally, Section VI draws some final conclusions.

II. BACKGROUND

Designing scalable and fault-tolerant distributed systems for running parallel programs to process streaming data has been receiving increasing attention. This includes dealing with the upcoming issues in the processing of data-flow in near real-time fashion. We provide brief background information about the core concepts of a recent model on this domain, called timely data-flow (TDF) which is first introduced by Microsoft researchers in 2013 [1], can be best described as a run-time paradigm for implementing and executing low-latency cyclic data-flow computational applications. Its promising feature lies in its capability to scale the same application up from a single thread on an ordinary computer to distributed execution across a cluster of hundred server nodes [13].

Unlike other distributed stream-based data processing platforms, such as MapReduce [2], Apache Spark [4], and Apache Storm [7] which require explicit synchronous and communication methods among processes and threads to provide efficient execution of parallel programs, the TDF provides developers with both high-level expressive computation and high performance in which they can implement sophisticated streaming computations with iterative control flow. The TDF kernel, with the compiler assistance, can deliver an executable with only a minimum synchronization overhead among processes and threads [13].

The new paradigm of data-parallel dataflow targets a certain class of streaming processing problems in which each computational operator (such as filter, map, exchange, join, and reduce) can fragment their input data elements between a number of independent working threads. The instructive rules inside each thread is elicited from a set of logic directives which are defined in the form of iconic closures (or methods) [13]. TDF platform can effectively assist developers to describe the entire computation/application as a set of instructions to continuously run as data-flow computations.

Such a high-level expressiveness can immensely simplify developing and testing applications which consist of several stages in the traditional parallel programming model, such as MPI2, that requires developer to be responsible for handling all forms of communication patterns and/or explicit synchronization mechanisms among concurrent/parallel threads and processors. By capturing the instructions for the expressive computation, the TDF engine can seamlessly execute the same application, as a form of compiled executable file, with multiple working threads or processors on a single computer node, or by launching several threads/processors across a cluster with multiple nodes.

2Message Passing Interface
Another key aspect of TDF programming model is its ability to perform iterative, stateful, and incremental computations over a continues stream of data. To achieve this, the TDF paradigm introduces a new form of logical timestamp which is attached to each data element as a lightweight mechanism for supporting parallel, iterative, and incremental processing in a distributed environment. By observing such time stamps, each parallel worker knows exactly the number of outstanding data items that are still live – and might be running in another worker reside in a remote computer – and need to be delivered for further processing in a future time [1].

The DCG structure can consist of three system-provided vertices, namely loop ingress, loop egress, and loop feedback to construct a computation which is occurred within any nested loop context. Particularly, TDF offers a set of controlling vertices that specify the organization of the computation in a single loop context and to embrace the three advantages of prevalent models developed in the past for processing of large amount of streaming data. To create a TDF application, the developer team needs to express the entire computational units by precisely defining a directed cyclic graph (DCG) as the underlying dataflow graph which describes how the data flows from and to each operator. Correspondingly, every component within a nested loop needs to include at least one loop feedback vertex. The developers have to obey this structure in order to introduce any loop context if exists. The structural graph allows the TDF kernel to efficiently track the set of data records that might possibly flow throughout the computational components at any given time. Each computational unit may contain arbitrary code and methods to modify the state of input data messages. Such units can be used to exchange logically time-stamped messages along edges to/from other component using some user-defined stateful operators.

III. THE DYNAMIC CPU-CAP CONTROLLER

This section provides details of the proposed CPU cap controller in a TDF platform. The problem is becoming immensely challenging when multiple TDF applications with different QoS enforcement levels concurrently run in a distributed platform with shared computing resources. The QoS requirements are normally expressed as a set of performance specifications that specifies the quality of service to be fulfilled. Nevertheless, translating the QoS requirements, e.g., the average response time, to an accurate resource allocation decision, such as CPU cap, is not trivial. A static strategy on the average response time, to an accurate resource allocation decision, such as CPU cap, is not trivial. A static strategy to perform iterative, stateful, and incremental computations over a continues stream of data. To achieve this, the TDF paradigm introduces a new form of logical timestamp which is attached to each data element as a lightweight mechanism for supporting parallel, iterative, and incremental processing in a distributed environment. By observing such time stamps, each parallel worker knows exactly the number of outstanding data items that are still live – and might be running in another worker reside in a remote computer – and need to be delivered for further processing in a future time [1].

The idea is to dynamically postpone the decision about CPU cap adjustment for each worker to the run-time, where the controller can estimate the following performance metrics: (1) the available CPU capacity in each machine, and (2) the QoS violation rate per TDF application.

To estimate the average end-to-end delay that the execution of every query/operation on an incoming streaming might last, we leverage the fact that measuring the number of non-processed messages in the buffer is a good approximation of the average queuing time of the associated computational unit, hence, its response time. The proposed solution predicts the future arrival rate of data-flow per application over a finite-time horizon, and then dynamically makes CPU cap decisions based on both the current and the predicted future states. We apply the design principals of the model predictive control theory to provide a robust performance despite the system modeling errors and inaccuracies in the prediction of incoming traffic rates.

A model predictive controller solves an open-loop optimal control problem to obtain a sequence of actions to be applied across the underlying system at each sampling time, denoted by \( \kappa \in \{ T_0, T_1, \cdots \} \). Such a calculation is continuously repeated at the next sampling time through rearranged horizons [18]. At each \( T_k = T_{k-1} + \Delta T \), where \( \Delta T \) is a fixed length, the controller measures a set of performance metrics, denoted by \( y_{\tau} \), to determine a vector of tracking errors by comparing each metric with a corresponding envisioned value (also known as reference trajectory or set-point and denoted by \( r_{\tau} \)). Reference trajectory defines the desirable value for the target performance metrics along which the underlying system needs to follow after a disturbance occurs. The controller needs to retain the error values, computed as \( e_{\tau} = y_{\tau} - r_{\tau} \), within an acceptable range. The controllable variable is the amount of CPU share assigned to each computational unit, denoted by \( C_{i,\tau} \), across the entire platform.

The controller adopts a simple technique to gradually diminish the value of \( e_{\tau} \) within the upcoming sampling epochs, i.e., it is not necessary for the underlying system to be driven back to the set-point reference trajectory immediately. We adjust the CPU cap in such a way that the error value in the next \( \tau' \) steps exponentially vanishes. This can be achieved by applying the controlling actions in several steps instead of enforcing the complete decision once into the system. Formally, using a formula like \( e_{\tau+\tau'} = e^{-\tau' \Delta T/\tilde{T_{ref}}/e_{\tau}} \), where \( \Delta T \) is the sampling interval, and \( \tilde{T_{ref}} \) is a metric called response speed factor, which defines a mechanism for adjusting the maximum number of steps that the system is allowed to fade the error away. In this formula, \( \Delta T/\tilde{T_{ref}} \) can mitigate any negative impact which is caused by the inaccuracy in either the predic-
tion or in the developed system models [19]. For example, by setting this ratio to 1/3, the controller forces the output vector (y) to smoothly converge toward the reference trajectory in the upcoming three epochs without causing a large over- or under-shooting from the desirable output value.

The controller has an internal system model to predict the future behavior over a predefined prediction horizon. At any given time \( \tau \), the controller uses two measured performance metrics of (1) buffer length of each computational unit, denoted by \( |B_{\tau}| \), and (2) the average arrival rate to such buffers. The controller also exempts the monitoring module the need for gathering arrival flow rates of data items to each buffer or the need to estimate the required workload amount of each computational unit (i.e., the required CPU share), which is a restraint factor imposed by some previous works e.g., [20]. Such monitoring activities are prohibitively expensive operations to be implemented in a real-time system.

**Semantic of QoS assurance.** We assume that there are exactly \( Q \) different QoS classes that the application owners can choose from. A QoS class is effectively a value pair, denoted by \( (\omega_{q,m}, \nu_{q,\Delta T}) \), where \( \omega \) is the maximum delay that an application in class \( q \) can tolerate to collect the result of a query over some incoming data elements. Specifically, \( \nu_{q,\Delta T} \) reflects the acceptable upper bound for the percentage of violation experienced by each application in class \( q \) during an arbitrary interval of size \( \Delta T \). For example, in a scenario with three QoS classes (\( |Q| = 3 \)) and the upper bound values of \( \nu_{q=1,3} \in \{0.99, 0.85, 0.65\} \), the overall delay for collecting the result of a query for applications in the first QoS class needs to not be taken longer than \( \omega_{1}^{*} \) for 99% of the incoming data flows during any arbitrary interval. Otherwise, it is considered as a QoS violation incident.

**System model.** To control the buffer length of each computational unit, we use a well-known formula in “queuing theory”, called Allen and Cunneen approximation of \( G/G/M \) queue [21], which assumes general arrivals and general service patterns for a queuing system. Such an approximation imposes a low computational overhead to predict the average waiting time of non-processed data elements (\( W_{3,1} \)) in a \( G/G/M \) queue. It can be formulated as follows:

\[
\hat{W}_{M} = \frac{P_{cb,M}}{\mu M (1 - \rho)} \left( \frac{C_{D}^{2} + C_{S}^{2}}{2} \right),
\]

where \( C_{D} = \sigma_{D}/E_{D} \) is the coefficient of variation for inter-arrival time, \( C_{S} = \sigma_{S}/E_{S} \) represents the coefficient of variation for service time, and the term \( \frac{C_{D}^{2} + C_{S}^{2}}{2} \) is often referred as the stochastic variability of the queue. The term \( P_{cb,M} \) reflects the probability that all workers in the entire queuing system are busy (i.e., the waiting time of a just newly arrived data element is above zero) [21]. It is worth mentioning that, although the Allen-Cunneen formula was originally evolved using some computational-based estimation techniques without any formal proof, it often gives a highly-accurate approximation to the average waiting time of customers in a general \( G/G/M \) queue.

As shown by Tanner in [22], its obtained value is within 10% of the actual values in most scenarios.

**Prediction module.** This module provides an estimation for the incoming traffic rates for every computational unit which is directly connected to an external source. The result is used by optimization module for the final decision of resource sharing. Particularly, at any sampling interval of \( \tau \) and for any data-flow of \( s \), the prediction module estimates the next arrival rate values, denoted by \( \lambda_{s+\kappa,s} \) of such data-flow, across the next \( \kappa > 0 \) steps. If the probability distribution of \( \lambda \) is known in advance, we can simply apply the well-established stochastic techniques over the recent observations to project the future values. Otherwise, an estimation model such as the time-series analysis [23], Kalman filter [24], or auto regressive integrated moving average (ARIMA) model [25]) can be used. We use ARIMA model for the scope of this study which is an effective tool to forecast a time series using its past observations.

**Optimization module.** The controller determines the possibility of satisfying the total CPU cap requests collected from all computational units by summing them up and comparing with the total available CPU capacity in the cluster. In a multi-class service, the controller needs to allocate the CPU cap shares among different QoS classes appropriate to the performance target as enforced by each class. In case of CPU scarcity, however, the optimization module performs a cost-benefit analysis to maximize the best interest of service provider (by allocating CPU share to applications with the highest priority). The reward function serves as the gain of service provider when satisfying the requested CPU share of applications belonging to a particular QoS class.

We model this allocation problem as a classic discrete budgeting problem which has a fast solution based on dynamic programming [26]. Such a model allows the controller to prioritize demands coming from applications with the highest QoS requirements aiming to meet the requested performance specifications in case of limited CPU share. In the classic discrete budgeting problem, it is assumed that a project manager needs to allocate a budget of size \( R \) to a series of projects, where each allocation can yield to a certain amount of profit for the firm. For our problem, we use the notation of \( C_{c_{i},\tau}^{*} \) to indicate the desirable CPU cap demanded by a computational unit \( c_{i} \) at any given time \( \tau \), and also assume that the symbol \( R_{\tau} \) denotes the whole available computing capacity in the cluster. Accordingly, we can define a contribution reward function, denoted by \( C_{c_{i}}(r_{c_{i}}) \), to represent a reward received by the service provider if it assigns \( r_{c_{i}} \) amount of CPU to the computational unit \( c_{i} \). One possibility to define a reward function is formulated as follows:

\[
C_{c_{i}}(r_{c_{i}}) = I(q_{c_{i}}) \times (r_{c_{i}} - C_{c_{i}}^{*}),
\]

where \( q_{c_{i}} \) represents the QoS class that each \( c_{i} \) belongs to, and \( I(q_{c_{i}}) \) is a constant weight representing the importance of each QoS class. A very common model for discrimination in a multi-class platform is the relative differentiated service model proposed by [27]. Based on this model, a simple policy
specifies that the relative importance of each QoS class must relate to the desired target performance, i.e., \( T_{q_i} = r_{q_i} / \left( \sum_{i} r_{q_i} \right) \), where \( Q \) denotes the number of QoS classes and \( r_{q_i} \) is the desired performance target of each application in class \( q_i \). This metric determines how each QoS class is performing relative to other classes. In case of CPU scarcity, we need to maximize the predefined reward function as follows:

\[
\max_r \sum_{c_i} C_{c_i}(r_{c_i}),
\]

subject to the clear constraints of \( r_{c_i} \leq C_{c_i}^* \) and \( \sum r_{c_i} = R_r \).

We use a method based on dynamic programming to find a fast solution for the aforementioned optimization problem. Assuming that \( r_{c_i} > 0 \) can only take discrete values, such as \{10\% \ldots 100\%\} of a CPU core capacity, we first find the partial contribution of having exactly \( R_r \) CPU capacity to be allocated to \( c_i \)'s where \( i \geq \kappa \). We denote such partial assignment by \( V_\kappa(R_r) \). By recursively solving the following Bellman’s equation, we can exactly find the optimal value for Equation (3).

\[
V_\kappa(R_r) = \max_{0 \leq r \leq R_r} \left( C_{c_\kappa}(r_{c_\kappa}) + V_{\kappa+1}(R_r - r_{c_k}) \right),
\]

where the initial step is \( V_0(R) = \max_{0 \leq r_{c_n} \leq R} C_{c_n}(r_{c_n}) \), \( \forall 0 \leq R \leq R_r \), and \( n \) denotes the total number of computational units (see [26] for a formal proof).

**Micro-architecture level interference.** While workload consolidation remains as one the best solution to cope with the problem of low resource utilization in a large-scale data-center, the contention issue among consolidated workloads to obtain CPU cache or memory bandwidth remains a major impediment for devising an effective consolidation method [28]. Some authors suggested that the micro-architecture level interference among collocated applications can be detected by performing some forms of off-line profiling techniques over the target applications [32]. We also realize that applying such off-line profiling techniques exhibits at least two major shortcomings, as also reported by previous studies such as [33]. First, it is not always practical to perform such an off-line profiling over the submitted applications in real scenarios, particularly if they are constantly submitted by the end-users. Second, the traits of a single application can significantly change over the execution time, which makes the result obtained by performing an off-line profiling useless for live consolidation decision.

We try a different strategy, based on a method initially proposed by [34], for quantifying the slowdown level due to the interference in the micro-architecture layer. Based on this strategy, the impact of workloads’ contention on both last level cache and memory bandwidth can be identified when there is any abnormal rise in the memory bandwidth utilization. The memory bandwidth utilization level can be calculated by analyzing two standard hardware events of UNC_NORMAL_READS, as an indicator of memory reads, and UNC_WRITE, as an indicator of memory writes. The CPU cap controller avoid to assign a new application to a host which currently experiences a level of memory bandwidth utilization higher than a threshold value (set to 80\% in our experiments).

**IV. Experimental Evaluation**

We performed a series of experiments using synthetic large-scale data flows over an implementation of timely data-flow framework written in Rust [13] to validate the proposed CPU cap algorithm. The main goal is to examine the adaptive behavior of the autonomic controller under sudden changes in the incoming traffic rate to each data flow. Its effectiveness is carried out pertaining to: (i) the average and 99\% percentile of processing latency as experienced by each data flow, (ii) the amount of QoS violations occurring in the entire system, and (iii) the robustness of the proposed controller against errors in the system model, i.e., Eq. (1), or in the prediction module.

We compared the performance results of the proposed solution against the ones obtained by three empirical heuristics implemented in most of commercial packages, namely Weighted Round-Robin (WRR), Fixed Priority Scheduling (FPS), and Class-Based Weighted Fair Queueing (CFWFQ). The WRR heuristic uses a round-robin policy to evenly balance the incoming traffic among the working threads or processes. According to WRR, the number of workers per each QoS class is fixed to a value which is proportional to the priority and the total number of QoS classes in the platform.

The scheduler of FPS assigns a fixed rank to each application and then sorts them in a ready queue in order of their priorities. So, applications with lower-priority can use CPU share only after all higher-priority applications have already finished their operations. In CBFQ, the scheduler creates several classes of ready queues, each of which has its own buffer to host applications based on the QoS class to which the application belongs. Each ready queue receives a minimum reserved CPU share. Further, an application can use more CPU shares if there is any unclaimed share by other classes.

The reported experimental results have been performed in a local cluster consisting of sixteen server nodes with a total 32 logical cores. Each machine is equipped with 8 GB of main memory and four 2.40-GHz CPU cores. We use an approach firstly proposed by authors in [17] to translate the output of optimization solver, i.e., Eq. (3), to the amount of CPU core utilization in each server node. We created \( m \in \{150, 250, 350, 450\} \) TDF applications, each consists of three computational units to perform iterative generic-join algorithm. We assign each application to one of the three possible QoS classes. The QoS parameter for each class is set to \( V \in \{0.99, 0.85, 0.75\} \). The generation rate of incoming data for each application is chosen according to a Poisson distribution with an average rate parameter fixed to 5,000 data items per second. We varied the number of entangled relations in each scenario, i.e., \( g = |\Phi| \), from three to five (which are ordered in Figure 1 from left to right). We also defined a density factor, denoted by \( \kappa \), which indicates the ratio of total number of records to the total number of distinct values each relation. In other words, if each relation is considered as a graph \( G = (V, E) \), the density factor can be seen as \( \kappa = \frac{|E|}{|V|} \).
We increased the density factor from one to three to create different scenarios (which are ordered from top to bottom in Figure 1). The larger value of $\varrho$, the higher number of iteration to be performed by generic-join algorithm. Likewise, the higher value of $\kappa$, the larger amount of data records needs to be processed by the algorithm.

**Result Summary.** Figure 1 depicts the average delay of generic-join algorithm implemented in TDF platform in multiple scenarios. The algorithm performs over data-flows with different parameters of $\kappa$ and $\varrho$ with the total input size of 50 million raw data items. The results are only shown for applications belonging to the highest QoS class. The horizontal axis represents the total number of streaming applications used in each scenario (increasing from $N = 150$ to 450). We observed that the choice of CPU allocation policy can significantly affect the average processing time of join algorithm, from 21% (for $\kappa = 1$ and $\varrho = 3$) up to 140% (for $\kappa = 3$ and $\varrho = 5$). Notably, such discrepancy in performance improvement is more significant in scenarios with more complex iterative operations and more voluminous data records, i.e., higher $\kappa$ and $\varrho$. In addition, the measurement of cluster-wide utilization in all CPU cores confirms that the proposed control strategy can keep the utilization level of CPU cores between 55% and 90% when the workload demand is high. While the average CPU utilization when applying CBWFQ policy, which shows the best performance among others, is up to 73%. Overall, the proposed controller enhances the average utilization of all CPU cores by 28.3% (max 46.9%) in comparison with the best outcome of other heuristics.

Table I shows the $99^{th}$ percentile latency and the average reduction in QoS violation incidents as experienced by applications in different QoS classes under heavy workload (i.e., when $\kappa = 3$ and $\varrho = 5$). During this experiment, the available CPU capacity in the entire platform was not enough to fully satisfy the entire demands requested by all applications. Therefore, the controller uses the cost/benefit analysis to trade-off among the QoS violation rates to prioritize the performance level of applications belonging to the highest QoS class. As a result, the controller assigns more CPU share to applications in QoS1 and QoS2 to keep their latency close to the target performance metric. The improvement in reducing the number of violation incidents per QoS class is listed in the last column of Table I.

**Computational time overheads.** The execution time to find an optimal solution using the proposed dynamic programming method remains below 0.12 milliseconds using a C implementation for a scenario with 450 TDF applications across a cluster with eight machines and with the sampling period of 1 second. As the running time grows linearly with regard to the number of applications and the total number of nodes, it can be considered as a practical solution in a cluster with hundreds of nodes running thousands of applications.

**Sensitivity analysis.** We conducted additional experiments to measure the sensitivity and robustness of the controller with regards to the accuracy in the prediction model, particularly if there are inaccuracies in the estimation model. We implemented two mechanisms to increase the robustness of the solution in spite of such noises. First, the controller chooses a response speed factor strictly greater than one, i.e., $\Delta T/T_{ref} > 1$ (3 in our experiments), which enabled it to gradually apply controlling decisions through multiple steps. Secondly, by using a low-pass filter, the controller reduced the uncertain noise associated with the prediction model.

Table II represents the sensitivity of the result as there are injected inaccuracies in the estimation tool. We conducted the sensitivity analysis as follows. Starting first with a fully accurate estimation model (zero error), we deliberately increased the error of estimation model up to 90%. We then measured the relative impact of the induced error by comparing the output of the result with the original solution of the controller when the error is zero. We define a sensitivity coefficient metric ($\psi$) that indicates the quality of the result achieved by the proposed controller (with regard to a particular performance metric $x$) when the estimation of the input parameter $y$ has an error of

![Figure 1: Improvement in the average latency of applications belonging to the highest QoS class when the proposed solution for CPU cap management is employed. The scenarios are differentiated with respect to the density factor and the degree of entanglement among relations. The x and the y axes represent the total number of TDF applications and the mean response-time for finishing a join operation over input data, respectively.](image-url)
\[ \epsilon, \quad \psi_{x, \epsilon} = |z(x) - z(x + \epsilon)|/|z(x)|. \]
The experimental results confirm that even an error of 90\% has a light negative influence in the solution quality (4.1\% for the response time and 3.5\% for the QoS violation rate).

**Skewness.** Workload skewness can be defined as the uneven distribution of data/work across parallel/distributed workers. Such an imbalance can potentially lead to lingering processing and under-utilization of the computing resources [35]. We measured the size of intermediate buffers on every computational units during its course of execution under various volume of incoming raw data to observe the workload skewness caused by applying different strategies. We define the imbalance factor as the ratio of maximal buffer size on task instances among all TDF applications to the average buffer size of each individual application (i.e., \( \gamma = \frac{\text{max}\, L_c}{\text{avg}\, L_c} \)), which \( L_c \) denotes the buffer length of a given computational unit. The results of load imbalance factor achieved by different strategies are shown in Figure 2.

The experimental result confirms that workload imbalance is highly relevant to the operated CPU cap strategy, and such an imbalance problem is exacerbated at scale as the size of incoming data grows. Unlike other heuristics which strive to distribute the number of tuples among workers as evenly as possible without considering the run-time conditions and accumulated loads in each buffer, our solution exploits the skew in the intermediate buffers by dynamically lowering/increasing the assigned CPU cap to the corresponding computational unit. Experimental results also confirm the effectiveness of our dynamic solution which does not need a global coordination among working threads. Figure 2 depicts the load imbalance factor as a percentage achieved by four algorithms in different scenarios as the total size of incoming data to be processed using TDF join applications grows. The proposed controller can mitigate the workload imbalance by up to 49\% for TDF applications in the highest priority class in comparison with the best outcome of other heuristics, which is achieved by CBWFQ.

**V. RELATED WORK**

Distributed data-flow processing has been effectively employed in the field of big data mining where algorithms show iterative nature. Naiad [1] has been designed as a distributed system for running parallel and iterative operations over both batch and streaming data-flows. In Naiad, each message has a logical time-stamps that allows the underlying system figuring out the right order and the associated priority of each message. However, the thread-level elasticity in Naiad system is not fully supported.

**VI. CONCLUSIONS**

In this paper, we proposed a low-overhead feedback-driven resource allocation mechanism that dynamically adjusts the CPU cap share for every co-running TDF applications. It comprises of a model predictive controller that employs an
optimization module to fulfill application’s quality of service enforcement. The effectiveness of proposed solution has demonstrated an average improvement of average and 99th latency of iterative join applications in the highest QoS class by 21% and 31.8%, respectively in comparison with the best outcome of three other heuristics (e.g., Weighted Round-Robin (WRR), Fixed Priority Scheduling (FPS), and Class-Based Weighted Fair Queuing (CFWFQ)). It also reduces the QoS violation incidents on average by 98% for applications in the highest QoS class comparing to the result of CBWFQ. As a future work, we will investigate the theoretical properties of the robustness of the proposed controller to better understand the optimality of the approach under general assumptions about workload fluctuations.
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